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Induction Skull Melting (ISM) is used for heating, melting, mixing and, possibly,
evaporating reactive liquid metals at high temperatures when a minimum contact at solid
walls is required. The numerical model presented here involves the complete time
dependent process analysis based on the coupled electromagnetic, temperature and
turbulent velocity fields during the melting and liquid shape changes. The simulation is
validated against measurements of liquid metal height, temperature and heat losses in a
commercial size ISM furnace. The often observed limiting temperature plateau for ever
increasing electrical power input is explained by the turbulent convective heat losses.
Various methods to increase the superheat within the liquid melt, the process energy
efficiency and stability are proposed. C© 2004 Kluwer Academic Publishers

1. Introduction
The Induction Skull Melting (ISM) or Cold Crucible
technique is a process suitable for melting and prepar-
ing reactive metal alloys of high purity prior to casting
(for the recent results see [1, 2]) or gas atomization.
This process is used to melt Ti, TiAl, Zr, Mo and many
other high melting temperature alloys to produce near-
net-shape cast components. The technique is ideal for
the treatment of reactive high temperature materials,
novel composition alloys and for material property in-
vestigations [3].

An essential part of the ISM furnace is a water-cooled
copper crucible used to contain the metal charge. The
charge is melted by Joule heating from the induced cur-
rent generated by an external medium/high frequency
AC coil. The copper wall is made of electrically in-
sulated segments so that the magnetic field can effec-
tively penetrate through it, this penetration achieved
due to high density AC current loops induced within
each individual segment. These crucible currents incur
relatively high energy losses with heat directly removed
by the cooling liquid circulating within the copper seg-
ments. In addition to these direct Joule losses, there are
other, conductive and convective heat losses from the
metal charge when in contact with the crucible walls.
In the case of titanium alloys, temperatures in excess
of 1500◦C are necessary to melt the metal and pro-
duce sufficient superheat for casting applications (for
instance, near-net-shape turbine blades). The molten
metal is normally held away from the side walls by the
induced electromagnetic force. This critical feature af-
fects the efficiency of the process. Contact with the wall
is undesirable because it produces a thermal path from
the metal to the cooling water, and also can lead to an
electrical “short-circuiting” of the crucible segments.

The shape and position of the liquid metal depends on
the instantaneous balance of forces acting on it. Hence,
the electromagnetic field and the associated force field
are strongly coupled to the free surface dynamics of the
liquid metal, the turbulent fluid flow within it and the
heat transfer.

This complex problem has been studied extensively
both experimentally [1, 2, 4, 5] and numerically [5–10].
The early numerical simulation efforts mostly concen-
trated on the electrodynamics part of the problem [6–
8] with the heat transfer mostly treated as a stationary
problem. The liquid metal shape was obtained from a
magnetostatic approximation, and the turbulence of the
melt velocity field was considered within the station-
ary k-ε type model range [8, 10]. The present model
was built around the concept of a multi-physics com-
mon modelling environment [11]. The first step in the
ISM model development was a semi-levitation melt-
ing numerical model [12] where the coupling between
the electromagnetics and the change of the melt free
surface was realised concurrently to the melting front
progression. An appropriate turbulence model for the
developing flow field [13] was implemented, and val-
idated against detailed turbulent flow measurements
within a ‘cold’ liquid metal (In-Ga-Sn) AC-field-driven
experiment [14]. The numerical framework described
in this paper is a successor of this first model. It fea-
tures a combination of a number of complementary
sub-models necessary to handle the overall complex-
ity of the problem: finite volume, integral equation and
pseudo-spectral methods are combined to achieve an
accurate description of the dynamic melting process.
Results presented here show the temperature history
of the melting process in comparison to the experi-
ments [4] and by account of computed heat losses in the
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various parts of the equipment. Visual observations of
the free surface were also compared to the numerically
predicted surface shapes [15]. With the aid of detailed
flow and temperature fields, numerical simulations pro-
vide explanations for the thermal efficiency loss at vari-
ous stages of melting and the limitation of the resulting
superheat of the melt. The experimental work used for
validation was done by the University of Birmingham
IRC for Materials in a collaborative project [4, 15].

The Birmingham ISM furnace uses a 7 kHz AC
power supply with a 350 kW maximum power at source.
At different melting stages the power is varied manu-
ally according to the process requirements to achieve a
stable and reliable melt of any given material. The nu-
merical model is used as a versatile tool to test process
variations and to optimize the process for maximum
superheat, stability of the melt confinement, and to in-
dicate energy saving routines. This paper will discuss
just some of the very large number of simulated process
variations, reporting on results which have not been
presented elsewhere. The model in addition provides
the possibility for examining what-if scenarios that are
not possible to test immediately on the experimental
rig, which is limited by the available power supply and
crucible design. So it has been possible to examine a
whole range of load parameters, AC current frequency
changes, and the possible application of an additional
DC electromagnetic field.

2. Short description of the numerical
models used

The modelling approach is based on the solution of
the time dependent Reynolds-Averaged-Navier-Stokes
and continuity equations for an incompressible fluid,
and the heat transfer equations for the fluid and solid
zones of the metal charge:

∂tv + (v · ∇)v = −ρ−1∇ p + ∇ · (νe(∇v + ∇vT))

+ρ−1〈f〉 + g, (1)

∇ · v = 0, (2)

C∗
p (∂tT + v · ∇T ) = ∇ · (Cpαe∇T ) + ρ−1〈J〉2/σ,

(3)

where v is the velocity vector; p, the pressure; ρ, the
density; νe = νT + ν is the effective viscosity (sum
of turbulent and laminar viscosity) which is variable in
time and position, 〈f〉 is the locally time-averaged elec-
tromagnetic force; g, the gravity vector; T , the temper-
ature; αe = αT + α is the effective thermal diffusivity;
Cp, the specific heat; C∗

p , the solid fraction modified
specific heat function which accounts for latent heat
effects (see [12] for details), and 〈J〉2/σ is the Joule
heat. The dynamic fluid flow problem is solved with
the full set of the exact boundary conditions for a given
time instant: at the liquid metal free surface the normal
hydrodynamic stress is compensated by the surface ten-
sion only; the tangential stress is zero. In addition there
is a kinematic condition, which states that the free sur-
face locus is identical at all times to the fluid material
particles. A no-slip condition is applied to the velocity at
solid walls where there is contact at any given moment.

The free surface contact position moves in accordance
with force balance and the kinematic conditions. The
temperature boundary conditions are expressed by the
thermal flux (heat losses) to the surroundings: the ra-
diation and the effective turbulent heat transfer at solid
walls. The respective expressions are given in [12, 14,
15].

The fluid flow is turbulent, and the 2-equation k-ω
time dependent turbulence model [13] is used to com-
pute the efficient viscosity and turbulent heat transport.
The temperature boundary conditions depend on the
local effective thermal diffusion coefficient αe at the
wall and at the free surface, which is proportional to
the effective turbulent viscosity νe determined from the
numerical k-ω turbulence model. The appropriate k-ω
model is the low Re number version which resolves
the flow from laminar to developed turbulent states,
and therefore is considered suitable both for the flow
within the slow mushy zones and the bulk of the fully
molten liquid metal at the final mixing stages. In the
present work we apply the k-ω model within the pseudo-
spectral framework [12, 14]. The computation follows
in detail the time development of the turbulent charac-
teristics determined by the coupled non-linear transport
equations accounting for a continuous generation and
destruction of the turbulent energy.

The pseudo-spectral spatial representation is used for
the Navier-Stokes and the heat transfer Equations 1–
3, and also for the k-ω model equations. In this ap-
proach the equations are satisfied exactly at the grid
nodes, leading to a fully populated matrix solution. It
is therefore possible to obtain a numerically well re-
solved problem on a rather coarse spatial mesh com-
pared to the FV or FE methods. In addition, the so-
lution is implicit in time, allowing for relatively large
time steps coupled with iterative linearization of the
non-linear terms in the equations. It is then possible
to achieve a good turnaround time (less than 24 h on
a Pentium III) for each full simulation [12]. The elec-
tromagnetic force distribution is highly sensitive to the
shape of the liquid metal free surface and the material
properties change with temperature. For this reason, the
electromagnetic field is recalculated at each time step.
The computational procedure for the electromagnetics
is implemented on the same grid as the fluid dynamic
equations. A Chebyshev polynomial Gauss-Lobatto ra-
dial distribution compresses the grid at the free surface
ensuring a high degree of resolution within the surface
boundary layer.

The electromagnetic force f is computed using a pre-
viously validated [12] integral equation algorithm. In
cases where a combination of high frequency AC and
DC magnetic fields has been used, we need further to
obtain the time average of the force over the field os-
cillation period, which is of a very small time scale
10−3–10−4 s. The electric current in the axisymmetric
case is given by Ohm’s law for a moving medium:

J = σ (−∂tA + v × B) = JAC + Jv, (4)

where σ is the electrical conductivity, A—the vector
potential related to the magnetic field B. The part of the
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current JAC is induced in the conducting medium in the
assumption of the absence of velocity. It is computed ac-
cording to the mutual inductance algorithm with elliptic
integrals described in detail previously [12] and tested
against analytical solutions and experimental measure-
ments [14]. The same elliptic integral representation
can be used to represent the DC magnetic field created
by an additional external coil. The solution in the liq-
uid volume depends on its free surface shape and needs
to be recomputed when the shape changes. The result-
ing electromagnetic force f, time-averaged over the AC
period, similarly to (4) can be decomposed in two parts:

f = fAC + fv, (5)

where the second, fluid velocity dependent part of the
force fv in the axisymmetric and low magnetic Reynolds
number case has the following components in spherical
co-ordinates (R, θ , ϕ):

fvR = σ
(−u

〈
B2

θ

〉 − v〈BR Bθ 〉
)

(6)
fvθ = σ

(
u〈BR Bθ 〉 − v

〈
B2

R

〉)
,

where the notation 〈·〉 denotes time averaging over the
AC period. The magnetic field components in the ex-
pressions (6) include AC and DC parts, both of which
have a time average contribution to the force. It is of

Figure 1 Views from the numerically simulated melting process of TiAl in the Birmingham IRC ISM furnace: (t = 320 s, I = 4400 A) first signs of
melting appear at the cylindrical ingot edge, (t = 468 s, I = 5600 A) thick layer of solid metal left at bottom, (t = 580 s, I = 6200 A) the current
increase in the coil leads to the superheat and deformation increase, (t = 720 s, I = 6700 A) melting completed with only a thin protective skull layer
left at the bottom.

interest to note that, even if there is only an AC field,
there is, in principle, an average fv contribution to the
interaction with the velocity field.

3. Modelling results: Validation and ISM
modifications

The experimental part of the research programme was
carried out at the University of Birmingham IRC using
a 350 kW Consarc cold crucible furnace for melting
various metallic alloys. The technical details, method-
ology and results were reported elsewhere [4, 15]. Melts
were carried out in vacuum or in an argon atmosphere.
The best results from the validation point of view were
obtained in argon and for metals of lower melting tem-
peratures like aluminium when a clear view of the melt
surface can be maintained during the whole melting cy-
cle and thermocouples can be used safely for temper-
ature measurements in the melt. For all comparisons
made, a good correspondence to the numerical results
was obtained as reported in [4]. Here we will concen-
trate on the TiAl alloy melting cases and on those cases
dealing with some modifications to the furnace param-
eters. Fig. 1 demonstrates a typical simulation result for
the melting of a TiAl ingot, presented in a perspective
view (this viewpoint corresponds to that obtained using
a video camera attached to a furnace window [4]). The
dome shape depicted is characteristic of all the melts.
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Figure 2 The computed liquid metal (TiAl alloy) top surface position
change during the supplied AC field power increase and the three avail-
able instantaneous measurements [4].

Some information about the liquid metal dome height
was directly obtained by measuring the level at which
a wire immersed in the melt was completely melted
away [4]. Fig. 2 shows this result for the TiAl melts
where the molten wire end level relative to the cru-
cible top is recorded. From the numerical simulation
results we can see that the dome actually oscillates dur-
ing the melt, with a damped oscillation accompanying
each step change in power input. The dome height in-
creases as the current magnitude increases. The free
surface oscillations were observed in the experiments
as well although their frequency was not recorded. The
intensity (amplitude) of the oscillations depends on a
variety of factors, like the relative value of the current
increase step, the magnetically confined metal column
shape prior to the current increase, and the turbulent ef-
fective viscosity damping response, which depends on
the flow prehistory. Typically the oscillation dies away
when the current is kept constant. However for some
cases the oscillation can persist for a long time. If the
current is abruptly increased in magnitude by a large
value, metal can be physically ejected out of the cru-
cible. In the numerical simulation this phenomenon is
detected as a continuous increase in the metal column
height until numerical instability sets in.

In the experiments the initial charge is usually a
cylindrical ingot. The current in the induction coil is
increased gradually in steps, and the calibrated curve
relating the current magnitude to the power measured at
the supply source is used as input to the computations
[4]. The simulation shows the following sequence of
events. Once melting starts, the temperature is highest
in the surface film zone and the heat slowly penetrates
the rather thick cylindrical charge in the radial direction
(Fig. 1, t = 320 s). The flow is directed mainly down-
wards under the action of gravity, whilst the electromag-
netic forces confine and oppose the waving downward
motion of the film. Shortly, the melt reaches and fills
the bottom gap between the ingot and the crucible wall.
After this initial stage, i.e., when the bottom is filled,
the largest Joule heating concentration is shifted to the
bottom part of the side skin layer since this is now clos-
est to the source coil and to the induced electric currents

in the segmented wall. Subsequently the melting front
progresses slowly radially inwards. The heat transfer by
conduction within the solid part is small compared to
that governed by turbulent advection in the flow region,
and the phase change from solid to liquid consumes
significant energy. The electric current and therefore
the Joule heating source are induced in the side skin-
layer, whence the intense turbulent mixing distributes
the heat. The water-cooled base takes away the heat
efficiently when the bottom gap is filled (Fig. 1). No
significant destruction of turbulence occurs at the free
surface with the zero stress boundary condition.

The most important problem for the cold crucible
melting technique remains the control of heat transfer
to the water cooled walls and bottom. Heat lost in these
two regions makes the process very inefficient and lim-
its the achievable superheat in the molten metal before
it is cast in a mould. Experiments and numerical sim-
ulations were carried out to obtain an understanding
of the temperature changes during the melting process
and the heat transfer losses to the walls. In aluminium
melts a thermocouple was used to record the tempera-
ture during the melting stages [4]. The heat losses from
both the side wall fingers and the bottom of the cru-
cible were measured using the temperature difference

T between the outlet and inlet coolant in the respec-
tive branches. Knowing the flow rate V , the coolant
density ρ and the specific heat Cp, it was possible to
obtain estimates for the heat flux Q (W ) to the coolant
at any given time moment during the melting cycle by
using the equation:

Q = ρ · C p · V · 
T . (7)

The results for an aluminium melt were published
in [4, 15] together with the modelling validation. The
heat losses to the crucible walls, composed of (a) Joule
heating directly released within the wall Vw material
and (b) the heat fluxes from the melt, can be computed
numerically from the following expression:

QW =
∮

ρCpαe∇T · n dSn +
∫

〈J2〉/σdVw. (8)

The heat loss is governed by turbulence because of
the very high value of the turbulent thermal diffusion
coefficient αe compared to molecular conductivity. A
thermal balance is achieved soon after the metal is fully
molten: the total Joule heating input to the liquid metal
equals the total surface heat loss. At this stage the melt
temperature reaches a plateau. With the same electri-
cal power input there is no further increase in the melt
temperature (Fig. 3a). Even an increase in the supplied
power (t = 540 s in Fig. 3a) gives very little increase
in the liquid metal temperature, which again stays at
new slightly higher plateau level. A very similar result
is obtained also when melting TiAl and other materials,
therefore a modification to the current melting proce-
dure is necessary in order to increase the melt superheat.

The numerical simulation of the ISM process
facilitates a deeper understanding of the reasons for
this energy loss and helps to find new ways to improve
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Figure 3 (a) The measured (dashed line) [4] and the computed (solid
line) temperature and power losses for aluminium melt during the sup-
plied AC field power increase (step-like dotted line ‘Power at source’).
(b) The marked increase of the temperature occurs at t = 600 s, when
the additional DC current of 10 kA is switched on in the bottom coil.

efficiency. One of the methods devised to increase the
melt superheat is illustrated in the Fig. 4. An additional
coil carrying DC current is placed towards the bottom
part of the crucible. The DC magnetic field created
by this current easily penetrates the melt volume, the
field intensity being the highest at the bottom. The
resulting electromagnetic force from the induced AC
current and the DC magnetic field is purely oscillatory,
with no mean contribution. However, by introducing a
relatively high DC magnetic field one directly affects
the moving electrically conducting liquid owing to
Equation 6; generally this leads to damping of the flow
intensity and reduction of the turbulence level within
the melt. The effect can be instructively demonstrated
(see Fig. 3b) by the computed temperature behaviour,
when a DC current of 10 kA magnitude is abruptly
switched on at 600 s. The temperature jumps by about
40 degrees from the previous plateau, while maintain-
ing the previous AC power input. A deeper insight into
this phenomenon can be obtained from the comparison
of Figs 5 and 6. The former shows the fluid velocities
and the turbulent kinetic energy distribution in a ver-
tical cross-section of the melt just before the DC field

Figure 4 The velocity and temperature field in the aluminium melt at
t = 600 s, when the DC current of 10 kA is switched on in the bottom
coil.

Figure 5 The velocity and turbulence kinetic energy distributions in the
aluminium melt at t = 600 s without the DC current in the bottom coil.

is switched on: the velocities are high, the turbulence
level also. After the DC field is switched on, it takes just
about 3 s to damp the velocity field and its gradients at
the bottom where the DC magnetic field is the highest
(Fig. 6). The overall turbulence level is reduced, and
especially since this effect is felt in the bottom part,
the turbulent thermal loss is significantly reduced.

Without this device, a similar increase of temperature
would be equivalent to an additional 100–150 kW of AC
power input. In practice however this would be impossi-
ble to realise, since melt deformation would then expel
the metal from the furnace. In contrast, the DC field
addition damps the fluid velocities and the interface in-
stabilities also. This approach looks very promising for
future ISM designs.

The dynamic modelling of the ISM melting can sug-
gest many other ways of increasing energy efficiency. In
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Figure 6 The velocity and turbulence kinetic energy in the aluminium
melt at t = 603 s with the additional DC current of 10 kA in the bottom
coil.

TiAl melts it was not possible to measure the continuous
long term temperature variation in the melt, due to the
very limited life of the thermocouples at temperatures
of 1500–1600◦C. In this case only short time measure-
ments were made using a Pt/Pt-Rh thermocouple pro-
tected with a Mo sheath [15]. The results for 4 kg of TiAl
melting and the corresponding step increase in power
are shown in Fig. 7 together with the equivalent continu-
ous simulation result. Fig. 7 demonstrates also the tem-
peratures for the simulated melts as a function of metal
ingot charge weight. While keeping the input power at
source the same for all charge weights (with the coil
current calibration from the previously mentioned ex-
periments), the resulting temperatures at the top part of
the molten metal are significantly different. The reason
is mostly related to the electrical efficiency of the cou-

Figure 7 The numerically simulated TiAl melt temperatures for differ-
ent charge weights. The limited measured temperature data [4] for the
4 kg load is shown as reference.

Figure 8 The calculated power (Joule heating) released in the furnace
(the TiAl melt plus the copper crucible fingers and bottom) for two
different AC frequencies during the same coil current step-like increase
to the maximum of 6700 A corresponding to the experimental ‘Power at
source’ for 7 kHz case.

pled system; the higher “filling factor” leads to higher
efficiency and as a result higher temperature. However,
there is a limit to this filling factor increase, imposed
by the ability to confine the melt with the given elec-
tromagnetic field so that contact with the water-cooled
walls is prevented. For instance, the 6 kg charge reaches
the limits for the particular crucible/coil combination.

Another important design factor, concerns the role of
AC current source frequency. This is quite a controver-
sial subject for practical ISM applications where much
of the practice is based on hearsay rather than a solid
theoretical basis. In theory the power released within
the inductively heated charge increases proportionally
to the square root of AC frequency. However this is
true for a given fixed external magnetic field intensity
or, equivalently, when the current in the exciting coil
is kept fixed. In practical large scale applications the
power from the source would be the limiting parame-
ter and, as a result, the current is adjusted to that. The
higher frequencies generally mean increased losses in
the power source itself and in the supplying cables. To
gain some insight into the effect of frequency varia-
tions, one may consider first Fig. 8. In this figure the
power (Joule heating) released within the TiAl charge
melt and within copper crucible (fingers and base) at
two different AC frequencies is computed (whilst keep-
ing the supplied AC coil current magnitude increase the
same as for the 7 kHz case above. It can be seen that
even a relatively modest frequency of 14 kHz leads to
high overall power dissipation in the crucible, which ac-
tually uses the full 350 kW level presumably supplied
at the source for the whole system (load + losses in ca-
bles and power source). In fact, at 14 kHz the estimated
total power, including the losses outside of the furnace,
would be about 500–600 kW, a power level that could
be best utilised at a lower frequency to achieve an even
higher superheat.

The optimum frequency can be found through a
systematic numerical study. As an example, Fig. 9
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Figure 9 The calculated temperatures in the 4 kg TiAl melt for different
AC coil frequencies. The reference case for 7 kHz and 6700 A maximum
current corresponds to the experiment [4] represented on Fig. 7. The
curve for 14 kHz and 5695 A maximum current is obtained when the
power released in the metal + crucible is fixed equal to the reference
7 kHz case. Similarly, the case for 3.5 kHz and 8040 A corresponds to
the same fixed power.

demonstrates this effect of frequency change on achiev-
able temperature in the melt as predicted by the model.
The 14 kHz case gives indeed significant temperature
increase if the maximum current can be kept at the pre-
viously discussed level reaching a maximum of 6700
A (the same as for the test 7 kHz case). But we con-
cluded in the previous discussion that this means a sig-
nificantly higher power at the source, at 500–600 kW.
If this power level is kept constant at 350 kW, then
due to the various losses a maximum current of only
5695 A reaches the crucible and the resulting super-
heat within the melt is actually lower than for the 7 kHz
case (Fig. 9). On the contrary, reducing the frequency,
for instance, to 3.5 kHz and again fixing the power
consumed by the furnace with the same metal charge,
results in a significantly higher temperature within the
melt (the maximum available current here is 8040 A).
In the latter case the metal shape is highly distorted and
stability would be a problem; a further adjustment of
the frequency or the coil shape and position is needed
to stabilise the situation while maintaining the high
superheat. The consequences of these numerical ex-
periments could be of high importance for practical
applications.

4. Conclusions
A numerical model was presented of the full melting cy-
cle in an ISM furnace. The model features the coupled
effects of free surface, electromagnetic field and turbu-
lent flow. The model was validated against direct mea-
surements of melt shape, temperature and thermal loss

on a commercial size ISM furnace. It was then applied
as a design tool to evaluate the effect of various design
and operational modifications on obtainable superheat.
The simulations explain and quantify the factors con-
tributing to thermal inefficiency and based on this un-
derstanding solutions have been proposed. Hence, the
computations point to the advantages of the addition of
an external DC field in damping turbulence and stabilis-
ing the melt shape. Other factors such as the coil shape,
position, frequency choice and the load fill factor are
shown to have an effect on efficiency and are therefore
candidates for optimisation.
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